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§ Challenge to completely cover anomalous regions using existing 
masking methods without additional training

§ The model designed to compensate for mask incompleteness 
should enable label-free training and scalability

§ Mask out the suspicious anomalous region
§ Determine abnormality based on inpainting error, ℒ(𝐼, %𝐼)
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§ An MLP component designed to overcome incomplete masking 
by attenuating defective feature representations
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§ Enables label-free training by leveraging active learning
§ FADeR is trained to predict the rank %𝑙 of path-wise reconstruction 

errors 𝑙 by ranking loss

§ Generates a soft mask only with a simple two-layered MLP to 
attenuate defective representations
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A. Attention maps of saliency/defective regions (w/o FADeR)
B. Pre-trained attention-based masking methods on the MVTec AD
C. Latent masking methods on the MVTec AD
D. Comparison with two-stage model  on the VisA
E. Original binary mask and soft mask for feature attenuation
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Reconstruction-by-inpainting

Motivation & Solution

Feature Attenuation of Defective Representation Results
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